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głos (voice-cloning)  
przykład: atak AI (2019) 

obraz/wideo (deepfake video) 
przykład: Arup (Hong Kong, 2024) 

sztuczna persona (fabricated social profile) 
przykład: „Mia Ash” (honey-trap, 2017)

Przykłady  ataków przy użyciu mediów 
syntetycznych







Dlaczego człowiek był punktem wejścia:  

atakujący wykorzystali publicznie dostępne nagrania (wystąpienia, materiały wideo), 
zaadaptowali narzędzia do syntezy mowy, przygotowali scenariusz presji (pilna 
prośba, „wyjątkowa okazja”) i zadzwonili do osoby z uprawnieniami do przelewów. 

ofiara usłyszała „głos przełożonego”, z którym kojarzyła ton, intonację i nagły nacisk 
(urgency). To przełamało normalne sceptyczne schematy (nie sprawdziła niezależnie 
żądania) — typowy efekt socjotechniczny: zaufanie + presja decyzji w krótkim 
czasie.  

CASE STUDY 1   
SYNTETYCZNY GŁOS (VOICE-CLONING) 



Błąd 1: brak niezależnej weryfikacji żądań płatności (np. „zadzwoń do 
szefa” ze zwykłego numeru). Naprawa: polityka „call-back” do 
zaufanego numeru zapisowego w systemie — niezależna weryfikacja. 

Błąd 2: poleganie na weryfikacji głosowej jako jedynej autoryzacji. 
Naprawa: obowiązkowe MFA / drugi podpis przy transakcjach 
powyżej progu.

Typowe błędy organizacyjne:



Projekt 1 — Payment Verification Program (30 dni pilot → 3 miesiące 
rollout) 
Cel: 0 przelewów bez podwójnego potwierdzenia dla transakcji > X 
EUR. Deliverables: polityka, roll-out szkoleń, techniczny mechanizm 
call-back. 

Projekt 2 — Red-team: Voice-social engineering tabletop — symulacja 
(defensive only) z nagraniem testowym dostarczonym przez vendor/
dział bezpieczeństwa, scenariusze komunikacyjne i post-mortem.

Przykładowe projekty obronne:







Dlaczego człowiek był punktem wejścia:  

pracownik oddziału międzynarodowej firmy (Arup) został zaproszony na wideokonferencję, na której 
pojawiły się wideo-i-audio „kopie” przełożonych — po sesji finansowy pracownik wykonał kilkanaście 
przelewów na łącznie ~HK$200 mln (ok. USD $25M / ~£20M).  

oszuści zaczęli od spear-phishingu / maila pozorującego pilne żądanie, zaprosili do calla, a następnie w 
wideokonferencji użyli syntetycznych twarzy (deepfake video) i zmanipulowanych głosów, by utworzyć 
„pewny” kontekst grupowego polecenia. Ofiara rozpoznała wygląd i głos osób, co zwiększyło zaufanie.   

scenariusz wykorzystał psychologiczne heurystyki — zasada autorytetu (to wygląda jak CFO), dowód 
społeczny (w wideokonferencji było więcej „współpracowników”), i efekt presji („transakcja tajna/
pilna”). To zadziałało mimo braku technicznego przełamania systemu: serwisy firmy nie były naruszone 
— to socjotechnika zwyciężyła.  

CASE STUDY 2  
SYNTETYCZNY OBRAZ/WIDEO (DEEPFAKE VIDEO)  



Błąd 1: brak zasady „żadnych płatności na podstawie poleceń z jednego kanału 
komunikacji (np. tylko rozmowy/video)”. Naprawa: polityka multi-channel 
verification (np. e-mail + SMS do pre-registered contact + call-back). 

Błąd 2: brak limitów czasowych i oczekiwań (okienko „pilne → bez kontroli”). 
Naprawa: wprowadzenie obowiązkowego okresu „cool-off” i drugiego zatwierdzenia 
przy nietypowych dyspozycjach.

Typowe błędy organizacyjne:



Projekt 1 — Wideokonferencyjna procedura autentyczności (VC Authenticity) 
Cel: zasady identyfikacji uczestników i lista kontrolna przed i w trakcie calla 
(zaufane numery, wymóg kamer włączonych dla kluczowych decyzji, zakaz poleceń 
finansowych w czacie). Deliverables: checklista i plugin do platformy video 
(ustawienie waiting room / host authentication). 

Projekt 2 — Deepfake Detection Pilot dla krytycznych spotkań 
Cel: wdrożenie narzędzia wykrywającego anomalie audio/wideo (dostawcy 
detection/forensics) i procedura eskalacji, plus red-team test (tylko defensywny, przy 
nadzorze).

Przykładowe projekty obronne:





Dlaczego człowiek był punktem wejścia:  

Dobrze skonstruowana, fałszywa osobowość („Mia Ash”) funkcjonowała miesiącami na LinkedIn, 
Facebooku i WhatsApp, nawiązywała relacje z pracownikami branż (np. inżynieria, energetyka) i w 
końcu sukcesywnie wprowadzała wektor ataku (np. załączniki, linki) prowadzące do infekcji i 
pozyskania dostępu.   

Persona była starannie zbudowana (skradzione zdjęcia, wiarygodne profile zawodowe), używała 
długiego działania (grooming), zdobywała zaufanie, prosiła o małe przysługi, aż w końcu przekazała 
„zadanie” zawierające ładunek (np. dokument z makrami). 

Persona działała na poziomie relacji interpersonalnej — długo budowane zaufanie obniżało czujność. 
To klasyczny przykład: nawet zaawansowane zabezpieczenia IT nie pomogą, jeśli użytkownicy sami 
dobrowolnie uruchomią złośliwy plik lub dadzą dostęp.  

CASE STUDY 3 
SZTUCZNA PERSONA — „MIA ASH” (HONEY-TRAP) 2017 





Błąd 1: brak procedur sprawdzania profili biznesowych (accept connections, 
authorization of recruiters). Naprawa: polityka OSINT hygiene + obowiązkowe 
weryfikacje rekruterów (np. sprawdzenie domeny służbowej, potwierdzenie 
rozmową). 

Błąd 2: pracownicy uruchamiają makra/załączniki bez weryfikacji. Naprawa: 
domyślnie makra zablokowane + sandboxowanie załączników.

Typowe błędy organizacyjne:



Projekt 1 - Social Media Threat Hunting 
Cel: narzędzie/operacja OSINT monitorująca profile powiązane z kluczowymi rolami 
w firmie (rekrutacja, partnerzy) + workflow zgłaszania/wycofania kontaktów. 

Projekt 2 - Proces weryfikacji kandydatów i recruiterów (HR+Security) 
Checklist weryfikacji, polityka „sprawdź domenę firmową, zadzwoń na numer 
firmowy, nie akceptuj ofert z osobistych maili”.

Przykładowe projekty obronne:


















